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Abstract—In this paper, we propose a disparity refinement method that directly refines the winner-take-all (WTA) disparity map by exploring its statistical significance. According to the primary steps of the segment-based stereo matching, the reference image is over-segmented into superpixels and a disparity plane is fitted for each superpixel by an improved random sample consensus (RANSAC). We design a two-layer optimization to refine the disparity plane. In the global optimization, mean disparities of superpixels are estimated by Markov random field (MRF) inference, and then, a 3D neighborhood system is derived from the mean disparities for occlusion handling. In the local optimization, a probability model exploiting Bayesian inference and Bayesian prediction is adopted and achieves second-order smoothness implicitly among 3D neighbors. The two-layer optimization is a pure disparity refinement method because no correlation information between stereo image pairs is demanded during the refinement. Experimental results on the Middlebury and KITTI datasets demonstrate that the proposed method can perform accurate stereo matching with a faster speed and handle occlusion effectively. It can be indicated that the “matching cost computation + disparity refinement” framework is a possible solution to produce accurate disparity map at low computational cost.
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I. INTRODUCTION

STEREO matching is a key step in 3D reconstruction. It takes two rectified color images as input and matches objects in the image domain to compute disparities. Depth can be directly reconstructed via disparity and camera parameters. The foreground-background occlusion which is almost inevitable makes the matching difficult since the occluded regions are only visible in one view. Matching is also ambiguous in scenes with low or repetitive textures. Other challenges include imperfect rectification and radiometric differences. The Middlebury 2014 benchmark [1] provides an evaluation that contains all these challenges, researchers can upload their results for fair comparison. Besides accuracy, fast computation is also required for real-time applications.

Stereo matching methods usually have (subsets of) four steps [2]: matching cost computation, cost aggregation, disparity computation/optimization, and disparity refinement. Matching cost measures the pixel-wise or patch-wise similarity between image locations. Common methods include absolute differences (AD), sampling insensitive measure (BT) [3], normalized cross-correlation (NCC), census and rank transforms [4], and the combination of these methods like AD-Census [5]. Recently, the powerful convolutional neural networks (CNN) has been applied to matching cost computation. Zbontar and LeCun [6] developed the MC-CNN method which learns the similarity measure between image patches. Fast network architecture which is able to produce an accurate result within one second was proposed by Luo et al. [7].

Cost aggregation and disparity computation/optimization are two key steps that determine the accuracy of stereo methods. Local stereo methods perform averaging or weighted averaging of matching costs [8] in a fixed size window and disparities are computed by the winner-take-all (WTA) operation to the cost volume. Yang [9] proposed a non-local cost aggregation on the minimum spanning tree (MST) structure. This idea was extended to 3D non-local cost aggregation on a 3D-multiple-MST structure [10]. Global stereo methods usually omit the cost aggregation step. Instead, a global energy function which penalizes depth discontinuities is optimized on the cost volume to compute disparity. Although the global method is much more accurate than the local one, it is far more computational complicated.

Disparity refinement is designed to further improve the results in hard regions, such as occluded regions and low texture regions. Most refinement methods follow the detection and filling scheme, followed by a filtering step. Left-right consistency check (LRC) [11] is commonly used to detect outliers. Jang and Ho [12] proposed an energy function to detect occlusion and classified the occlusions into leftmost occlusions and inner occlusions. Banno and Ikeuchi [13] labeled pixels that failed the LRC as low confidence and introduced a directed anisotropic diffusion to refine these pixels. Huang and Zhang [14] proposed a fast refinement including belief aggregation for outlier detection and belief propagation for filling. In the work of Mei et al. [5], outliers...
were detected and classified into occlusions and mismatches and then an iterative region voting was applied to interpolate these outliers accordingly. Filtering like bilateral filtering and weighted median filtering [15] were also employed for disparity refinement. It is shown [16] that multi-step and iterative refinement strategies can result in competitive results. However, in large occluded regions, inner occlusions cannot be directly refined by these strategies and cumulative error may be introduced.

In the Middlebury 2014 benchmark [1], top-rank methods have achieved high accuracy in non-occluded regions. However, the evaluation error that contain occluded regions are almost doubled for most error metrics. Therefore, accurate estimation near occluded regions is still a challenging problem. In addition, all of the top-ten methods run more than 120s, which makes them hard to be applied in computationally intensive applications. To tackle these problems, we developed a stereo matching method that has a higher accuracy and lower computational cost with occlusion handling.

The proposed method directly refines the WTA disparity map computed from the raw matching cost with the guidance of the color reference image. The reference image is segmented into superpixels and the proposed method operates on superpixel-level, which is of high efficiency. First, a front-parallel disparity map is obtained by estimating mean disparities of superpixels. Then a slanted-surfaces disparity map is refined by assigning each superpixel a plane. The front-parallel to slanted-surfaces framework is achieved by a two-layer optimization. In the global optimization layer, the front-parallel disparity map is estimated by MRF optimization. In the local optimization layer, the slanted-surfaces disparity map is refined by the RANSAC plane fitting and the probability-based disparity plane refinement. The two layers are connected by two constraints: the slanted-surfaces disparity map cannot deviate far from the front-parallel disparity map; the two disparity maps share the same depth discontinuities. The first constraint helps remove outliers and deal with degeneracy in the RANSAC plane fitting. The second constraint is embedded in a 3D neighborhood system and contributes for occlusion handling. The proposed method is evaluated on the Middlebury 2014 and the KITTI 2015 dataset and compared with the state-of-the-art disparity refinement methods. Experimental results demonstrate its accuracy, efficiency, and robustness.

In summary, the main contributions of this paper are: (1) A pure disparity refinement method that directly refines the WTA disparity map with the guidance of the color reference image and achieves the state-of-the-art performance with occlusion handling. (2) A 1D label MRF formulation with a novel data term that is based on disparity distributions. And a theoretical analysis that proves the 1D label MRF cannot model the highly slanted surfaces. (3) A front-parallel to slanted-surfaces framework with a Bayesian inference and Bayesian prediction based disparity plane refinement that makes the 1D label approach robust to slanted surfaces.

II. RELATED WORK

This section mainly focuses on MRF stereo methods and segment-based stereo methods which are more related to our work. We refer readers to [2] and [17] for more comprehensive reviews.

A. MRF Stereo Methods

Markov Random Fields (MRF) stereo methods formalize stereo matching as a label problem and the goal is to optimize a global energy function which measures the quality of the labeling.

Conventional MRF stereo methods [18], [19] assign each pixel a 1D discrete disparity label. Optimizations such as graph cuts [20], [21], belief propagation [22], [23] and TRW [24] can be used to minimize the energy function. Graph cuts based expansion moves and swap moves [18] are shown to have good performance. These moves can update labels of all pixels simultaneously and therefore the optimization is hard to be trapped by the local minima. The drawback of 1D label stereo methods is modeling the highly slanted surfaces. 3D label stereo methods [25]–[27] are proposed to model the scene more accurately. These methods can not only model highly slanted surface but also achieve second order smoothness constraints [25], [28], [29]. Therefore, they usually have better accuracy than 1D label methods. However, the global optimization on pixel level complicates the computation.

Our method performs 1D label MRF inference on superpixel level. Since the number of superpixels is much less than that of pixels in an image, the inference is much faster. Unlike previous work, ours takes the discrete mean disparity of superpixel as the label. Even in highly slanted surfaces, the mean disparities can also be correctly estimated.

B. Segment-Based Stereo Methods

Segment-based stereo methods [30]–[32] assume the scene structure to be piece-wise planar and the estimation of disparity map transforms into assigning a 3D disparity plane to each segment. First, these methods segment the reference image into regions with homogeneous color. Then an initial disparity map is computed by a known stereo matching method and candidate disparity planes are generated by plane fitting to the disparity map. Finally, a global optimization, e.g., graph cuts and belief propagation, is utilized to assign each segment an optimal plane label. The final results rely on the quality of the segmentation. To relax the segment constraints, several improvements have been proposed. Over-segmentation is a common solution to ensure that depth discontinuities only occur in the boundary of segments. Bleyer et al. [33] proposed a pixel-wise MRF formulation that incorporated soft segment constraints. Joint segmentation and disparity computation [34], [35] can improve the segmentation quality during optimization. But these methods have a common drawback. The final plane label of a segment is assigned from the candidate label set. The finite set may not contain the correct label of the segment, in such case the estimation of the disparity plane is false and the error cannot be corrected. In the work of Wang and Zheng [36], the total energy function is optimized by cooperative optimization and is decomposed into the sum of sub-target energy functionals which are locally optimized. The optimization process is done iteratively and
false plane label can be corrected by the local optimization. Therefore, their method is robust to the initial plane-fitting result.

In contrast to previous works which optimize a global energy function, our method refines the disparity plane by a local optimization and constraints smoothness implicitly. Moreover, the disparity refinement method demands no correlation information between the stereo image pairs and thus can be processed on a single view.

### III. OVERVIEW OF THE TWO LAYER OPTIMIZATION

The matching cost volume $C_d(x)$ is generated by MC-CNN$^1$ [6]. The disparity map $d(x)$ is computed by winner-take-all:

$$d(x) = \arg\min_{d^*} C_{d^*}(x) \quad (1)$$

The left reference image is segmented into superpixels $\{s_k\}$ by the graph-based segmentation [37]. The workflow of our method is shown in Fig. 1.

We propose a two-layer optimization to refine the WTA disparity map. In the global optimization layer (Section IV), a front-parallel disparity map is estimated by MRF optimization. The 3D neighborhood system $\mathcal{N}_3d$ is derived from superpixels mean disparities $\{\mu_s\}$. In the local optimization layer (Section V), slanted planes $\{\pi_s\}$ are fitted for superpixels by RANSAC and mean disparities of superpixels $\{\mu_s\}$ are utilized to constraint the fitting. The initial slanted disparity map is refined by a probabilistic model that exploits Bayesian inference and Bayesian prediction in the 3D neighborhood system. Both optimization layers operate at superpixel level and have high efficiency.

#### A. Disparity Distribution Interpretation

Segment-based stereo methods assume that disparities are approximately linear within a segmentation. With the piece-wise planar surfaces assumption, the disparity distribution of a planar surface with appropriate boundaries shall be evenly distributed. Considering the irregular boundary shape of superpixels, we model the disparity distribution within a superpixel $s$ a normal distribution

$$\text{Norm}_d(\mu_s, \sigma_s) = \frac{1}{\sqrt{2\pi} \sigma_s} \exp\left(-\frac{(d - \mu_s)^2}{2\sigma_s^2}\right), \quad (3)$$

![Fig. 1. Workflow of the proposed method. The WTA disparity map is refined by a two-layer optimization. The global and local optimization layers are in the orange and green rounded rectangles, respectively. Four intermediate results are shown in the bottom.](https://github.com/t-taniai/LocalExpStereo)
where \( d \) represents the disparity, \( \mu_s \) and \( \sigma_s \) are disparity mean and variance of superpixel \( s \), respectively. Higher \( \sigma_s \) indicates a more slanted surface while for a front-parallel surface, \( \sigma_s \) is approximately equal to zero. The data term of (2) is based on disparity distribution centers, as described in Section IV-B.

### B. MRF Optimization

To estimate a front-parallel disparity map, we estimate mean disparities of superpixels. The front-parallel plane of superpixel \( s \) can be obtained by \( \pi^p_s = (0, 0, \mu_s) \). The data term and smoothness term of (2) are defined as follows:

1) **Data Term**: To measure the confidence of disparity centers, the disparity distributions of superpixels are divided into histogram bins. We count the number that the WTA disparity \( d_s(x_i) \) in superpixel \( s \) falls into a bin \( B(\mu_s) \) with bin-width \( L \). The data term of \( s \) is defined as

\[
\phi_s(\mu_s) = N_s - \sum_{i=1}^{N_s} I(d_s(x_i) \in B(\mu_s)),
\]

where \( N_s \) is the number of pixels in superpixel \( s \), \( \mu_s \) takes discrete values, \( \mu_s = 0, L, 2L, \ldots \), and lower data term implies higher confidence due to the negative sign. \( I \) is a function of condition, defined as

\[
I(\cdot) = \begin{cases} 
1, & \text{if } \cdot \text{ is true} \\
0, & \text{if } \cdot \text{ is false} 
\end{cases},
\]

and in (4) \( I \) indicates whether the disparity \( d_s(x_i) \) falls into bin \( B(\mu_s) \), i.e. \( d_s(x_i) \in [\mu_s, \mu_s + L) \).

The design of data term is voting-based. More observations falling in the same bin results in a higher confidence. The WTA disparities in occluded regions are noise-corrupted and it is hard for them to reach a consensus. Therefore, the data term in occluded regions is relatively high and the label is dominated by the smoothness term.

2) **Smoothness Term**: The smoothness term enforces the similarity of disparity distribution centers among neighboring superpixels, which is defined as

\[
\gamma_{st}(\mu_s, \mu_t) = \max(\omega_{st}, \epsilon) \mathcal{L}(s, t) T(\mu_s, \mu_t),
\]

where \( \omega_{st} \) is a color-similarity weight which is defined as

\[
\omega_{st} = e^{-\|I(s) - I(t)\|^2/\gamma^2},
\]

where \( \gamma \) is a parameter that controls the influence of color weight, and \( I(s) \) denotes the average color of superpixel \( s \); \( \epsilon \) is a lower-bound truncated value [29]; \( \mathcal{L}(s, t) \) [38] is the shared boundary length between neighboring superpixels \( s \) and \( t \); and \( T \) could be a metric or a semi-metric which will be defined in Section IV-C.

### C. 3D Neighborhood System

The superpixel mean disparities \( \{\mu_s\} \) estimated by MRF optimization provide global scene information. The 3D neighborhood system which represents depth discontinuities is inferred from \( \{\mu_s\} \) as

\[
\mathcal{N}_{3d} = \{s, t \in \mathcal{N} \mid |\mu_s - \mu_t| \leq L\}.
\]

For a pair of superpixels \( (s, t) \in \mathcal{N} \), if their mean disparities are not similar, i.e. \( |\mu_s - \mu_t| > L \), then the pair \( (s, t) \notin \mathcal{N}_{3d} \). Therefore, the possible foreground-background connections are cut in \( \mathcal{N}_{3d} \). This is an important property for occlusion handling. See Section VI-E for more discussion.

To estimate \( \mathcal{N}_{3d} \) accurately, \( T \) in the smoothness term (6) shall be properly designed. By the definition of \( \mathcal{N}_{3d} \), \( T \) should be large if \( |\mu_s - \mu_t| > L \) and be small if \( |\mu_s - \mu_t| \leq L \). Thus, \( T \) is set to

\[
T_s(\mu_s, \mu_t) = \begin{cases} 
0, & |\mu_s - \mu_t| = 0 \\
1, & |\mu_s - \mu_t| = L \\
\tau, & |\mu_s - \mu_t| > L
\end{cases},
\]

where \( \tau > 2 \). \( T_s \) is a semi-metric which is non-submodular and cannot be optimized by the popular expansion moves [18].

To optimize the semi-metric, we follow the first expansion then swap moves in [18]. First, we set \( T \) to

\[
T_l(\mu_s, \mu_t) = |\mu_s - \mu_t|^2
\]

which is a linear metric. The labels \( \{\mu'_l\} \) are obtained by the expansion moves. Then, we set \( T \) to \( T_s \) and perform the swap moves with \( \{\mu'_l\} \) as the initial labels to get the optimal labels \( \{\mu_s\} \). This two-steps approximation could be simplified by using expansion moves with QPBO [39] or more advanced techniques [40]–[42] for dealing with non-submodular energies.

### D. Estimate Front-Parallel Plane in Slanted Surfaces

We analyze the model’s performance on slanted surfaces. Fig. 2a shows the disparity map of a slanted plane \( \pi \), in which axes \( u \) and \( v \) are aligned such that disparities are constant along the \( v \) axis. The rate of disparity changes along the \( u \) axis is \( v_d \). To simplify, here are two assumptions: the surface of \( \pi \) is segmented into \( m \times n \) superpixels, and each superpixel is a square with side length \( a \); the surface of \( \pi \) has homogeneous colors. We will prove that even if the WTA disparity map of plane \( \pi \) is the same as the ground truth, the MRF formulation fails to model the highly-slanted surface.

Two set of candidate labels, the slanted ground truth labels \( \{\mu_{slanted}\} \) and the front-parallel labels \( \{\mu_{front}\} \) which assign the same label to all superpixels are considered here. When \( v_d a \geq L \) and \( T = T_l \), from (4) and (6), the energy of \( \{\mu_{slanted}\} \) is

\[
E(\mu_{slanted}) = mn \left( a^2 - \frac{aL}{v_d} \right) + (m - 1)n\lambda a^2 v_d,
\]
and the energy of \( \{ \mu' \}_{\text{front}} \) is

\[
E(\mu'_{\text{front}}) = mna^2 - \frac{aL}{v_d},
\]

(12)

If \( v_d \geq \sqrt{L/(\lambda a)} \), then \( E(\mu'_{\text{front}}) \leq E(\mu'_{\text{slanted}}) \).

Therefore, if the plane is slanted enough, i.e. \( v_d > v_d^l = \max \left( \frac{L}{a}, \sqrt{L/(\lambda a)} \right) \), the energy of the ground truth label is not the minimum as the model desires. For the semi-metric \( T_r \), the same conclusion holds if \( v_d > v_d^l = \max \left( \frac{L}{a}, \frac{L}{(\lambda r)} \right) \).

Experimental results verify the conclusion. As described in Section VI-A, \( L = 2, \lambda = 0.3, \tau = 16 \) and \( a \approx \sqrt{N} = 8.5 \), where \( N \) is the average number of pixels in superpixels. Hence \( v_d^l = 0.89, v_d^l = 0.42 \). In Fig. 2b and Fig. 2c, the superpixels in the red box have the front-parallel labels and the slanted labels, respectively. This agrees with our conclusion, since the \( v_d \) in Fig. 2b is larger than both \( v_d^l \) and \( v_d^l \) and the \( v_d \) in Fig. 2c is smaller than both \( v_d^l \) and \( v_d^l \).

If a set of neighboring superpixels have the same label, it is possible that these superpixels are in the same slanted surface. Therefore, we merge them into a new superpixel to benefit the following local optimization layer.

V. Slanted-Surfaces Disparity Map

To handle the slanted surfaces, we propose a local optimization which is guided by the global optimization results, i.e. the front-parallel disparity map. Two constraints are introduced. First, the slanted surfaces disparity map cannot deviate far from the front-parallel disparity map. Second, the two disparity maps share the same depth discontinuities. The two constraints are employed in the plane fitting (Section V-A) and the disparity plane refinement (Section V-B) procedures, respectively.

A. RANSAC Plane Fitting

A slanted plane \( \pi_s = (a_s, b_s, c_s) \) is fitted for each superpixel \( s \) by the observations from the WTA disparity map \( d(x) \). \( \{ \mu_s \} \) is utilized to constrain the fitting in two aspects: selecting reliable observations and dealing with degeneracy.

1) Reliable Observation Selection: As described before, we assume the disparity distribution of a superpixel as a normal distribution. Therefore, the effective distribution shall be unimodal and have continuous disparity domain. Here, we use density distribution instead of disparity distribution, for robustness.

The density of disparity \( d \) in a superpixel \( s \) is defined as

\[
\rho_s(d) = \sum_{x \in s} \mathcal{I}(|d - d(x)| \leq L).
\]

(13)

To select effective densities, the density set \( P_s = \{ \rho_s(d), d = 1, \ldots, D_{\text{max}} \} \) are divided into two subsets: \( P_s^+ \) with densities larger than \( \rho_s \) and \( P_s^- = P_s \setminus P_s^+ \), \( \rho_s \) is the average density in the disparity range \( D_{\text{max}} \). Hence, \( P_s^+ \) is the effective subset of \( P_s \), which consists of several subsets with continuous disparity domain. We utilize the prior mean disparity \( \mu_s \) to select the only subset of \( P_s^+ \) whose disparity domain contains \( \mu_s \). The observations with its disparities in the subset domain are reserved. If no such subset exists, i.e. \( \rho_s(\mu_s) \leq \rho_s \), there are no effective observations and the fitting is regarded as failed.

The test threshold of RANSAC is determined as

\[
\theta_s = \begin{cases} 1, & D_i \leq D_{\text{slanted}} \\ L, & D_i > D_{\text{slanted}} \end{cases},
\]

(14)

where \( D_i \) is the disparity range of the selected subset of \( P^+ \) and \( D_{\text{slanted}} \) is a cutoff range. The slanted surface has large \( D_i \) and thus the test threshold is increased to \( L \) to improve the robustness to test error.

2) Degeneracy: In RANSAC plane fitting, the sampling strategy of GroupSAC [43] is adopted. The groups are obtained by clustering the observations in the superpixel according to their disparities. The density-based clustering [44] is used because of its efficiency and ability to determine the number of clusters automatically.

The RANSAC [45] sets no constraints to the fitting result, which may lead to the problem called degeneracy [46]. To handle the problem, the fitting result is constrained by \( \mu_s \) as

\[
|\hat{\mu}_s - \tilde{\mu}_{s,k}| \leq L \quad \text{and} \quad |\hat{\sigma}_s^2 - \tilde{\sigma}_{s,k}^2| \leq L^2,
\]

(15)

where \( \tilde{\mu}_{s,k} \) and \( \tilde{\sigma}_{s,k}^2 \) are the disparity mean and variance generated by the fitting result \( \pi_s^k \), respectively; \( k \) is the number of samples drawn so far; and \( \hat{\mu}_s \) and \( \hat{\sigma}_s^2 \) are estimated via maximum a posteriori (MAP) inference with normal inverse gamma prior which is conjugated to the normal distribution [47]. The hyperparameters of the prior distribution are set as

\[
[a, \beta, \gamma, \delta] = [1, 1, N_s^- \mu_s],
\]

(16)

where \( N_s^- \) is the number of reliable observations in \( s \). During the sampling, if (15) is not satisfied, \( \pi_s^k \) will be rejected.

The termination condition of RANSAC [45] is that the probability of no model having higher consistency is smaller than a predefined threshold \( \eta \)

\[
(1 - e^{-m})^k \leq \eta,
\]

(17)

where \( e \) is the inlier ratio tested on all reliable observations and \( m \) is the minimum number of data points needed to generate a plane model, \( m = 3 \). If the constraint in (17) is not satisfied after all samples are drawn, or the inlier ratio is less than a threshold \( \varepsilon_p \), the fitting result will be regarded as failed.

B. Disparity Plane Refinement

The initial planes \( \{ \pi_s \} \) are fitted independently for each superpixel, of which the results in textureless and occluded regions are often of poor quality. We refine \( \pi_s \) by the prior information of the local neighbors of superpixel \( s \) in a probabilistic manner. The refinement is performed on the 3D neighborhood system which contributed to occlusion handling.

The likelihood of the observations \( \mathbf{p}_{1,\ldots,N_s} = \{ \mathbf{p}_i \mid \mathbf{p}_i = (u_i, v_i, d_i), i = 1, \ldots, N_s \} \) in superpixel \( s \) given the plane label \( \pi_t = (a_t, b_t, c_t) \) is defined as

\[
Pr(\mathbf{p}_{1,\ldots,N_s} | \pi_t) = \frac{1}{N_s} \sum_{i=1}^{N_s} \mathcal{I}(|a_i u_i + b_i v_i + c_t - d_i| \leq L)
\]

(18)
which is the inlier ratio of plane $\pi_t$ tested on the observations of superpixel $s$.

The prior of a neighbor superpixel $t$ to $s$ is defined as

$$Pr(\pi_t) \propto \max(\omega_{\text{gt}}, \epsilon) Pr(p_{1,\ldots,N_t} | \pi_t),$$

(19)

where $\omega_{\text{gt}}$ denotes the color similarity which is same as (7), and $Pr(p_{1,\ldots,N_t} | \pi_t)$ is the inlier ratio of $\pi_t$ tested on the observations in superpixel $t$. Therefore, the neighbor with similar color and good fitting result serves as a strong prior to $s$.

Our local optimization only considers the prior knowledge from 3D neighbors of superpixel $s$. As a result, for a superpixel $t \in N_3d(s)$, the posterior probability of $\pi_t$ is

$$Pr(\pi_t | p_{1,\ldots,N_t}) = \frac{Pr(p_{1,\ldots,N_t} | \pi_t) Pr(\pi_t)}{\sum_{t' \in N_3d(s)} Pr(p_{1,\ldots,N_t} | \pi_{t'}) Pr(\pi_{t'})},$$

(20)

The posterior predictive probability of an arbitrary data point $p_s$ is estimated by Bayesian prediction

$$Pr(p_s | p_{1,\ldots,N_t}) = \sum_{t \in N_3d(s)} Pr(p_s | \pi_t) Pr(\pi_t | p_{1,\ldots,N_t}),$$

(21)

where $Pr(p_s | \pi_t)$ is the binary inlier ratio of $\pi_t$ tested on $p_s$, and the sum is a weighted average of $Pr(p_s | \pi_t)$ with the posterior $Pr(\pi_t | p_{1,\ldots,N_t})$ as the weight.

To generate the refined labels, we take a sampling and fitting strategy and draw samples from $s$’s neighbors to enforce the smoothness among neighbors. Concretely, we draw sample points $p_{t}^b = (u_{t}^b, v_{t}^b, d_{t}^b)$ in boundaries of superpixel $t \in N_3d(s)$ by $\pi_t = (a_t, b_t, c_t)$ and

$$d_{t}^b = a_t u_{t}^b + b_t v_{t}^b + c_t, \quad i = 1, \ldots, N_t^b,$$

(22)

where $N_t^b$ is the number of boundary pixels and $(u_{t}^b, v_{t}^b)$ locates in the boundary of superpixel $t$. To generate the final solution, a plane is fitted by the sample points $\left\{p_{t}^b | \pi_t, t \in N_3d(s)\right\}$ using weighted least squares (WLS). The weight of $p_{t}^b$ is the posterior predictive probability $Pr(p_{t}^b | p_{1,\ldots,N_t})$.

When labels of all $s$’s neighbors are the same, i.e. $\forall t \in N_3d(s), f_t = f_s$, we have $Pr(p_t^b | \pi_t) = 1$ because all the samples are generated by the same label. From (20) and (21) we know

$$Pr(p_s | p_{1,\ldots,N_t}) = \sum_{t \in N_3d(s)} Pr(\pi_t | p_{1,\ldots,N_t}) = 1.$$ 

(23)

In such case, all the sample points reach their maximum weight.

According to (21), the samples in the shared plane of neighboring superpixels have higher posterior predictive probability and thus have higher weights in the WLS fitting. Therefore, our method encourages the consistency of neighbors labels and achieves implicit second order smoothness constraints among neighboring superpixels. The visualization of weights of sample points before refinement is shown in Fig. 3a. The posterior predictive probabilities of sample points after the refinement are closed to 1 as shown in Fig. 3b, which demonstrates the effectiveness of the method. The disparity plane refinement is iterated twice since the WLS weights of the second iteration is much larger than that of the first iteration. Iterations more than twice have no further improvements since the weights of the new sampled points are already close to the maximum.

For a failed RANSAC fitting result $\pi_s$ of superpixel $s$, the likelihood $Pr(p_{1,\ldots,N_t} | \pi_s)$ is equal to 0. From (19) we know the prior $Pr(\pi_s)$ also equal to 0 and hence the failed result $\pi_s$ has no contribution to the WLS weights. The final result $\pi'_s$ of superpixel $s$ is determined by its neighbors that pass the RANSAC fitting. Therefore, we achieve the interpolation of occluded regions via the Bayesian inference. Moreover, to make sure failed superpixels have neighbors that pass the fitting, we merge the 3D neighboring superpixels that failed the RANSAC fitting into a new superpixel. The merged superpixel has a larger boundary and therefore provides more information for interpolation. The comparison of disparity results before/after refinement with rainbow mapping is shown in Fig. 4.

As a pure disparity refinement method, our method can be processed on a single view. We did not utilize the commonly used left-right-consistency (LRC) check because it would double the computational cost. At last, the slanted-surfaces disparity map is further refined by the adaptive mean and median filters.

VI. EXPERIMENTAL RESULTS

A. Experiment Setup

1) Testing Database: Our method is mainly tested on the Middlebury dataset and compared with other state-of-the-art disparity refinement methods. The Middlebury dataset consists of 15 test image pairs and 15 training image pairs with ground truth and includes various static indoor scenes. The resolution of the full resolution dataset is about 3000 x 2000 and most submitted methods use the half resolution dataset for evaluation. We also follow this setting. The high resolution,
complex scene structure and different lighting conditions of the dataset make it challenging yet appropriate to evaluate the robustness and accuracy.

Our method is also evaluated in the KITTI 2015 dataset. The KITTI 2015 dataset consists of 200 test image pairs of outdoor driving scenes and additional 200 image pairs with ground truth for training.

2) Parameter Settings: For the energy function (2), we set $\lambda$ to 0.3 and $\gamma$ to 20. The bin width $L$ in data term (4) is set to 2 and the parameter $\tau$ in smoothness term (9) is set to 16. The $\epsilon$ in (6) is set to 0.

For the RANSAC plane fitting, $\eta$ is set to 0.001 and the minimum inlier ratio $\epsilon_P$ required to pass the fitting is set to be 0.50. The cutoff range $D_{slanted}$ is set to be 6.

The above-mentioned parameters are only related to the input WTA disparity map except $\gamma$ and are insensitive to the appearance variances of the color reference image. In fact, the parameters we tuned for the Middlebury dataset also work well for the KITTI dataset. The only different settings for the two datasets are the parameters $\sigma$ and $k$ for superpixel segmentation because the color images of the two datasets have different appearance and resolutions. The notation of $\sigma$ and $k$ is the same as [37], in which $\sigma$ is the parameter of a Gaussian filter used to pre-smooth the color image and $k$ affects the preference of the size of components (superpixels). $\sigma$ is set to 0.1 for both datasets and $k$ is set to 30 for Middlebury and 40 for KITTI. Note that the disparity plane refinement is parameter-free which reflects its robustness.

### B. Comparison With the State-of-the-Arts

Our segment-based disparity refinement (SDR) is compared with the state-of-the-art disparity refinement methods MC-CNN+RBS [49], SNP-RSM [48], and Mei et al. [5]. Since MC-CNN-acrt [6] adopts the post-processing and the refinement of [5] we compare with MC-CNN-acrt instead. In MC-CNN-acrt [6], the matching cost volume is aggregated by SGM [50] and cross based cost aggregation (CBCA) [51], and then a multi-step refinement included LRC, occlusion and mismatch filling, sub-pixel enhancement, a median filter, and a bilateral filter are applied. In contrast, SDR directly refines the WTA disparity map computed from the raw cost volume without cost aggregation. MC-CNN+RBS [49] uses the bilateral solver to refine the output disparity map of MC-CNN-acrt. SNP-RSM [48] utilizes the surface normal predicted by a CNN to refine the output disparity map of MC-CNN-acrt. Although the input disparity map of SDR has a much higher error rate than that of the other three methods, SDR still achieves the best performance among the evaluated methods in most error metrics, as listed in Table I. ‘bad 2.0’ is the default error metric of the Middlebury dataset which is evaluated on the full resolution ground truth and corresponds to one-pixel error (‘bad 1.0’) of half resolution images.

The ‘noc’ mask represents non-occluded pixels and the ‘all’ mask represents all pixels. As can be seen in Table I, SDR outperforms the other methods with a large margin on ‘bad 2.0, all’ in both training and test sets. Under ‘all’ mask, where occluded pixels are considered, SDR performs best in all metrics. This demonstrates the effectiveness of SDR for occlusion handling. A qualitative comparison is shown in Fig. 5, in which the results of Adirondack, PlaytableP and ArtL image pairs are listed. SDR solves the occlusions near the table and chairs accurately. Also, SDR has a more accurate estimation of the slanted surfaces in Adirondack and ArtL than the other three methods.

### C. Overall Performance

The overall ranks on the Middlebury 2014 test set evaluated on ‘bad 2.0, all’ is shown in Table II. SDR ranks 6th by the time of submission and ranks 1st on the Plant image pairs. SDR generates results comparable to the state-of-the-art stereo matching methods even without the cost aggregation which is the main component of these methods. The WTA disparity maps and the disparity maps refined by SDR is shown in Fig. 5a and Fig. 5b, respectively. Although the WTA disparity maps are noise-corrupted especially in occluded and textureless regions, SDR refines the disparities efficiently.
In addition, SDR can handle the inputs that have tremendous
noises. The disparity maps of r200high are shown in Fig. 6d,
which is computed by the Intel RealSense R200 stereo
model [52]. The disparity maps refined by SDR is shown
in Fig. 6e. As can be seen, the surfaces of the motorcycle,
chairs, and the recycle bin are efficiently refined. SDR reduces
the error of r200high significantly as listed in Table I.

SDR is also evaluated on the KITTI 2015 dataset. The
KITTI dataset consists of images with similar scene structures
and has a loose error threshold ‘D1’ which evaluates three

<table>
<thead>
<tr>
<th>Name</th>
<th>Res</th>
<th>Avg</th>
<th>Austr</th>
<th>AustrP</th>
<th>Bicyc2</th>
<th>Class</th>
<th>ClassE</th>
<th>Compu</th>
<th>Crusa</th>
<th>CrusaP</th>
<th>Djemb</th>
<th>DjembL</th>
<th>Hoops</th>
<th>Livgmr</th>
<th>Nkuba</th>
<th>Plants</th>
<th>Stairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>LocalExp</td>
<td>H</td>
<td>11.7</td>
<td>5.35</td>
<td>2.47</td>
<td>6.83</td>
<td>7.76</td>
<td>11.6</td>
<td>14.1</td>
<td>9.71</td>
<td>15.2</td>
<td>4.28</td>
<td>12.6</td>
<td>23.2</td>
<td>14.7</td>
<td>21.3</td>
<td>12.5</td>
<td>18.3</td>
</tr>
<tr>
<td>MC-CNN+TDSR</td>
<td>F</td>
<td>12.1</td>
<td>8.68</td>
<td>7.41</td>
<td>9.71</td>
<td>10.0</td>
<td>17.4</td>
<td>18.0</td>
<td>10.7</td>
<td>12.7</td>
<td>5.17</td>
<td>13.0</td>
<td>21.1</td>
<td>12.6</td>
<td>17.4</td>
<td>12.0</td>
<td>11.0</td>
</tr>
<tr>
<td>3DMST</td>
<td>H</td>
<td>12.5</td>
<td>5.61</td>
<td>4.77</td>
<td>9.49</td>
<td>10.6</td>
<td>14.6</td>
<td>16.5</td>
<td>9.40</td>
<td>14.7</td>
<td>4.92</td>
<td>15.1</td>
<td>26.3</td>
<td>13.0</td>
<td>20.3</td>
<td>11.8</td>
<td>19.3</td>
</tr>
<tr>
<td>PMSC</td>
<td>H</td>
<td>13.6</td>
<td>5.29</td>
<td>4.97</td>
<td>10.7</td>
<td>11.0</td>
<td>14.4</td>
<td>14.2</td>
<td>17.7</td>
<td>10.1</td>
<td>15.6</td>
<td>5.30</td>
<td>15.4</td>
<td>27.2</td>
<td>17.2</td>
<td>23.2</td>
<td>13.0</td>
</tr>
<tr>
<td>APAP-Stereo</td>
<td>H</td>
<td>13.7</td>
<td>7.87</td>
<td>7.09</td>
<td>11.8</td>
<td>13.2</td>
<td>28.4</td>
<td>21.1</td>
<td>12.4</td>
<td>11.4</td>
<td>6.94</td>
<td>17.6</td>
<td>21.6</td>
<td>10.9</td>
<td>20.3</td>
<td>14.6</td>
<td>12.9</td>
</tr>
<tr>
<td>SDR</td>
<td>H</td>
<td>13.8</td>
<td>7.90</td>
<td>6.66</td>
<td>7.97</td>
<td>2.85</td>
<td>17.1</td>
<td>19.1</td>
<td>12.6</td>
<td>12.2</td>
<td>7.35</td>
<td>13.9</td>
<td>28.4</td>
<td>19.7</td>
<td>23.5</td>
<td>10.8</td>
<td>20.3</td>
</tr>
<tr>
<td>NTDE</td>
<td>H</td>
<td>15.3</td>
<td>9.68</td>
<td>8.37</td>
<td>10.9</td>
<td>10.9</td>
<td>18.9</td>
<td>19.8</td>
<td>13.2</td>
<td>17.8</td>
<td>6.20</td>
<td>16.9</td>
<td>29.4</td>
<td>18.0</td>
<td>22.0</td>
<td>15.7</td>
<td>23.5</td>
</tr>
<tr>
<td>MeshStereoExt</td>
<td>H</td>
<td>15.7</td>
<td>8.74</td>
<td>8.14</td>
<td>10.5</td>
<td>12.6</td>
<td>19.2</td>
<td>17.9</td>
<td>19.6</td>
<td>19.9</td>
<td>16.7</td>
<td>16.2</td>
<td>26.5</td>
<td>18.0</td>
<td>22.0</td>
<td>16.1</td>
<td>18.6</td>
</tr>
<tr>
<td>OVD</td>
<td>H</td>
<td>15.8</td>
<td>7.04</td>
<td>5.61</td>
<td>9.51</td>
<td>14.0</td>
<td>21.4</td>
<td>19.3</td>
<td>15.7</td>
<td>19.2</td>
<td>5.90</td>
<td>19.1</td>
<td>30.0</td>
<td>20.7</td>
<td>22.9</td>
<td>14.7</td>
<td>23.7</td>
</tr>
<tr>
<td>FEN-D2DRR</td>
<td>H</td>
<td>16.0</td>
<td>8.66</td>
<td>7.95</td>
<td>13.9</td>
<td>9.57</td>
<td>13.0</td>
<td>17.9</td>
<td>19.4</td>
<td>19.3</td>
<td>16.9</td>
<td>15.7</td>
<td>7.87</td>
<td>16.0</td>
<td>29.0</td>
<td>20.1</td>
<td>21.5</td>
</tr>
</tbody>
</table>
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pixels and 5% error. In contrast, the default error threshold of the Middlebury dataset is one pixel. The color images in KITTI have more noises than that in Middlebury. Due to the above-mentioned differences, there are few methods that achieve top performance on both datasets simultaneously. The evaluation of methods that have both submissions to KITTI and Middlebury benchmarks are listed in Table III. PSMNet [53] and iResNet [54] achieve top performance on KITTI dataset, while much worse performance on Middlebury dataset. MC-CNN-acrt outperforms SDR on the default metric of KITTI dataset. We assume the reason for the degeneration of performance is that the WTA disparity maps have more noises and the color reference images are not as clean as that in the Middlebury dataset. Aggregate the matching cost before the WTA operation can reduce the noises and improve performance. SDR outperforms MC-CNN-acrt when evaluated on ‘bad 1.0’ metric. This demonstrates that the disparity map estimated by SDR is more precise. Fig. 7 shows the visual comparison of SDR and MC-CNN-acrt. SDR estimates the road signs (lines 1, 4) and the distant cars (line 2) more accurately and is able to handle the textureless overexposure regions (line 2, 3). Even there are tremendous noises, the surfaces of the road and cars can be recovered (line 5).

### D. Effect of Parameters

The key parameter in the MRF inference is the regularization parameter $\lambda$ in (2). This parameter controls the influence of smoothness constraints. When $\lambda$ is set to 0, the smoothness constraints lose their effect and hence the estimation degenerates to a local one. As $\lambda$ increases to infinity, the smoothness constraints dominate the estimation, which will assign the same label to all vertices. Therefore, the proper setting of parameter $\lambda$ is necessary for good performance. The evaluation results of $\lambda$ are shown in Fig. 8a. We plotted the error rates of three image pairs and the average errors of Middlebury and KITTI training set. The plotted five curves have a low error rate when $\lambda$ varies from 0 to 0.7. The best setting of $\lambda$ is 0.3 for both Middlebury and KITTI, which demonstrates the insensitivity of our method to parameter $\lambda$.

Parameter $k$ affects the size of superpixels and a larger $k$ causes a preference for larger superpixels [37]. As a result, small $k$ deals with details of images while large $k$ can handle the large textureless regions. Our method is insensitive to $k$ in the given range as shown in Fig. 8b.

### E. Effect of Disparity Plane Refinement

To demonstrate the contribution of disparity plane refinement, we propose three comparative experiments. The local optimization layer of SDR consists of disparity plane fitting ($PF$) and the Bayesian inference based disparity plane refinement ($BR$), hence the original method is denoted as $PF + BR$. We keep the plane fitting module unchanged and compare the disparity plane refinement method. The first comparison is the MAP based disparity plane refinement
which is denoted as $PF + MAP$. In $PF + MAP$, the label with the highest posterior probability of neighbors is assigned to superpixel $s$. In $BR$, we use weighted least squares (WLS) to generate models with the posterior predictive probability of sample points as weight. In contrast with WLS, we propose a weighted mean filtering (WMF) to generate new models, denoted as $PF + WMF$. The disparity plane label $\pi_s$ of superpixel $s$ is refined by the weighted average of its neighbors’ labels with their posterior probability as the corresponding weight. At last, we consider only disparity plane fitting $PF$ into comparison, to verify the importance of disparity plane refinement.

The results of this comparison are listed in Table IV. As can be seen, the methods with disparity plane refinement have better results than $PF$ only for the four evaluation metrics. $PF + WMF$ has low error rates in metrics ‘avgerr’ and ‘rms’. But it has high error rates in ‘bad 2.0’ metric because the weighted average of neighbors labels takes no consideration of the location information. $PF + MAP$ has better performance than $PF + WMF$ and $PF$ in ‘bad 2.0’ and ‘avgerr’ metrics while its high ‘rms’ error uncovers its poor robustness. $PF + BR$ achieves best results for all metrics, which demonstrates its superiority for disparity plane refinement. The 3D neighborhood system is a core component of the disparity plane refinement. To demonstrate its importance, a comparison that performs the Bayesian inference based refinement in 2D neighborhood system, denoted by $PF + BR (2DN)$, is listed in Table IV. The 2D neighborhood system is the common image domain neighborhood system. The 3D neighborhood system is the subset of the 2D neighborhood system because 2D neighbors with similar mean disparities are defined as 3D neighbors. The mean disparities are estimated by the MRF inference and therefore provide global scene information. In 2D neighborhood system, the occluded regions with failed plane fitting results are interpolated by its occluding and non-occluded neighbors. Whereas the same regions are interpolated only by its non-occluded neighbors in 3D neighborhood system. As a result, methods with 3D neighborhood system performs better on occlusion handling. We provide the results of our method with the 2D neighborhood and 3D neighborhood system for visual comparison, as shown in Fig. 9. The occluded regions are wrongly interpolated for $PF + BR (2DN)$ due to the interference of foreground occluding neighbors.

<table>
<thead>
<tr>
<th>Method</th>
<th>bad 1.0</th>
<th>bad 2.0</th>
<th>avgerr</th>
<th>rms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PF + BR$</td>
<td>26.9</td>
<td>15.7</td>
<td>4.32</td>
<td>15.9</td>
</tr>
<tr>
<td>$PF + MAP$</td>
<td>28.4</td>
<td>19.1</td>
<td>5.22</td>
<td>17.8</td>
</tr>
<tr>
<td>$PF + WMF$</td>
<td>34.6</td>
<td>21.9</td>
<td>5.64</td>
<td>17.4</td>
</tr>
<tr>
<td>$PF$</td>
<td>28.5</td>
<td>20.7</td>
<td>15.7</td>
<td>42.5</td>
</tr>
<tr>
<td>$PF + BR (2DN)$</td>
<td>28.6</td>
<td>17.7</td>
<td>5.00</td>
<td>16.9</td>
</tr>
</tbody>
</table>
the accuracy is still comparable to the original (4.40 on ‘D1, noc’). In addition, both the plane fitting and the disparity plane refinement are the local method and can be accelerated by parallelization.

VII. CONCLUSIONS

We have developed a faster disparity refinement that directly refines the WTA disparity map by exploring its statistical significance. There are two key components in SDR: one is the MRF inference which is able to estimate mean disparities of superpixels as well as the mean disparities of occluded regions, and the other is the Bayesian inference based disparity plane refinement which generates a smooth disparity map. Experiments demonstrate the good performance in occlusion handling with low computational cost.

Further improvements include introducing explicit occlusion term in the MRF inference to estimate mean disparities more accurately and adding B-splines models to fitting to approximate surfaces of objects more precisely.
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